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Asymptotic correction approach to improving approximate
exchange–correlation potentials: Time-dependent density-functional theory
calculations of molecular excitation spectra

Mark E. Casidaa) and Dennis R. Salahub
Département de Chimie, Universite´ de Montréal, Case Postale 6128, Succursale Centre-ville, Montre´al,
Québec H3C 3J7, Canada

~Received 7 May 1999; accepted 1 September 2000!

The time-dependent density functional theory~TD-DFT! calculation of excitation spectra places
certain demands on the DFT exchange–correlation potential,vxc , that are not met by the functionals
normally used in molecular calculations. In particular, for high-lying excitations, it is crucial that the
asymptotic behavior ofvxc be correct. In a previous paper, we introduced a novel
asymptotic-correction approach which we used with the local density approximation~LDA ! to yield
an asymptotically corrected LDA~AC-LDA ! potential @Casida, Casida, and Salahub, Int. J.
Quantum Chem.70, 933 ~1998!#. The present paper details the theory underlying this asymptotic
correction approach, which involves a constant shift to incorporate the effect of the derivative
discontinuity~DD! in the bulk region of finite systems, and a spliced asymptotic correction in the
large r region. This is done without introducing any adjustable parameters. We emphasize that
correcting the asymptotic behavior ofvxc is not by itself sufficient to improve the overall form of
the potential unless the effect of the derivative discontinuity is taken into account. The approach
could be used to correctvxc from any of the commonly used gradient-corrected functionals. It is
here applied to the LDA, using the asymptotically correct potential of van Leeuwen and Baerends
~LB94! in the larger region. The performance of our AC-LDAvxc is assessed for the calculation
of TD-DFT excitation energies for a large number of excitations, including both valence and
Rydberg states, for each of four small molecules: N2, CO, CH2O, and C2H4. The results show a
significant improvement over those from either the LB94 or the LDA functionals. This confirms that
the DD is indeed an important element in the design of functionals. The quality of TDLDA/LB94
and TDLDA/AC-LDA oscillator strengths were also assessed in what we believe to be the first
rigorous assessment of TD-DFT molecular oscillator strengths in comparison with high quality
experimental and theoretical values. And a comparison has been given of TDLDA/AC-LDA
excitation energies with other TD-DFT excitation energies taken from the literature, namely for the
PBE0, HCTH~AC!, and TDLDA/SAOP functionals. Insight into the working mechanism of
TD-DFT excitation energy calculations is obtained by comparison with Hartree–Fock theory,
highlighting the importance of orbital energy differences in TD-DFT. ©2000 American Institute
of Physics.@S0021-9606~00!30844-3#
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I. INTRODUCTION

A knowledge of electronic excited states is important
many areas of chemistry and molecular physics, includ
spectroscopy, photochemistry, and the design of optical
terials. Theoretical methods that are both accurate and
cient enough for prediction or interpretation of the discr
spectra of the often sizable molecules encountered in p
lems of practical interest could make a valuable contribut
to these areas. Time-dependent density-functional the
~TD-DFT! has recently emerged as a promising method,
fering the advantages of a formally well-founded meth
combined with the good quality results one has come to
pect from density functional theory~DFT!. The success1 of
time-independent DFT2,3 for calculating a variety of ground
state properties to an accuracy which rivals that of consid
ably more expensive correlatedab initio methods is a testi-
mony to the quality of present approximate exchang
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correlation functionals. In TD-DFT, there are addition
demands on the functional which become important for hi
lying excited states and that are not met by the function
normally used for molecular applications. This is true ev
when the time-dependent theory is considered only wit
the adiabatic approximation, as is done in the present w

Although the time-dependent local density approxim
tion ~TDLDA ! has been found to give remarkably good r
sults for low-lying excitation energies,4–12 it has also been
shown that, in the adiabatic approximation, the TD-DFT io
ization threshold lies at minus the highest occupied mole
lar orbital ~HOMO! energy,2eH

F ~strictly speaking, atvxc
`

2eH
F ), for any functionalF.9,13–15 This becomes the true

ionization potential,I , in the case of the exact exchange
correlation potential,vxc ,16–20but 2eH

F is too low ~typically
by several eV! for almost all present day approximate fun
tionals. We have given an explicit illustration of the serio
problem this artifact presents for the TDLDA calculation
higher excitation energies: States between2eH

LDA and I , in
8 © 2000 American Institute of Physics
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what should be a discrete part of the spectrum, collapse
a continuum.13,9

The value of the HOMO energy is closely related to t
asymptotic behavior of the exchange–correlation poten
which is incorrect for almost all present day approxima
functionals. A number of approaches have been sugge
for correcting the asymptotic behavior ofvxc and hence the
value ofeH . ~See Ref. 13 for a brief survey.! Most of these
approaches are more computationally demanding than is
LDA or gradient-corrected functionals, however seve
gradient-corrected functionals yielding the corre
asymptotic behavior andeH'2I have been proposed.21–25

We found that using the van Leeuwen and Baerends~LB94!
potential in the self-consistent field~SCF! step combined
with the TDLDA for the coupling~denoted TDLDA/LB94!
gives a dramatic improvement over the TDLDA for excit
tion energies above2eH

LDA , thus confirming that correc
asymptotic behavior ofvxc is crucial for these high-lying
bound excitations.9,13 However, some problems still re
mained. In particular, for the four molecules studied, mos
the higher excitation energies were overestimated, tho
certain excitations out ofs orbitals are substantially too low
and the TDLDA/LB94 does not do quite as well as t
TDLDA for the low-lying states. This indicated a need f
further improvement of the functional. In a previous pap
we introduced an asymptotic-correction approach to impr
ing the functional.26 The present paper details the reason
behind our asymptotic-correction concept, and assesse
effect on TD-DFT excitation energies for four small mo
ecules. We also give a discussion, based upon our asymp
cally corrected LDA~AC-LDA ! calculations, of the differ-
ence between the TD-DFT and Hartree–Fock~HF!-based
description of excitations.

II. ASYMPTOTIC CORRECTION APPROACH

In this section we give a detailed explanation of o
asymptotic-correction approach. It will be useful to disti
guish a ‘‘bulk region’’ of the molecule where the density
large enough that it is not significantly affected by the ad
tion or removal of a tiny fraction of an electron, and a
‘‘asymptotic region’’ where only the most diffuse orbita
contributes to the density, which is small. The ‘‘larger ’’
region will refer to anything outside the bulk region~so it
includes, but is not limited to, the asymptotic region!.

Our asymptotic-correction approach is designed to inc
porate certain essential features of the exactvxc , namely the
effect of the derivative discontinuity in the bulk region an
the correct asymptotic behavior and value ofeH , while
maintaining the ease of computability of gradient-correc
functionals. We focus onvxc , rather thanExc , because TD-
DFT uses the Kohn–Sham orbitals and orbital energies,
not the total energy.

A. Properties of the exact functional

We begin by discussing the relevant properties of
exactvxc , and the effect onvxc of the derivative discontinu-
ity ~DD!, or of the lack of a DD in approximate functional
This will then lead to our asymptotic correction scheme.
to

l,

ed

he
l
t

f
h

,
-

g
its

ti-

r

-

r-

d

ut

e

The DD affects vxc differently in the bulk and
asymptotic regions. In the bulk region, the DD is manifes
as a~nonzero! constant shift16,27

Dxc5vxc
1~r !2vxc

2~r ! ~2.1!

5F S ]E

]ND
v

1

2S ]E

]ND
v

2G2~eL2eH! ~2.2!

5~ I 2A!2~eL2eH!, ~2.3!

whereH and L refer, respectively, to the highest occupie
and lowest unoccupied molecular orbitals~HOMO and
LUMO! of theN-electron system, within a zero-temperatu
formalism where integer-N quantities are defined as th
usual19,27,28 limit from the electron-deficient side. The plu
and minus superscripts indicate that the derivative is ev
ated atN601. In contrast to the well-established place
the DD in the theory for infinite systems, the significance
the DD in finite systems has been more controversial, du
questions of consistency between the ensemble theory
fractional occupation number methods of introducing non
teger particle number into DFT,29,30 and to lack of recogni-
tion of its impact on practical applications~though this is
changing!. One of us~M.E.C.! has recently derived a Janak
type theorem for the correlated optimized effective poten
~OEP!20,31 and thence a formula forDxc that is consistent
with the ensemble theory result~2.3!. So the questions o
consistency between the ensemble theory and the fracti
occupation number results that had been left open by
earlier exchange-only OEP treatment of Krieger, Li, a
Iafrate32,33 ~refs. 37 and 38 contain a more complete dev
opment of the Krieger, Li, Iafrate approach to orbita
dependent density-functional theory! and the related work of
Levy and Go¨rling34 have been resolved. Thus it is now qui
clear that the exactvxc has a DD, whose magnitude in th
bulk region is given by Eq.~2.3!. The ~correlated! OEP-
Janak theorem was also used to confirm the well-known
recently contested30,35 ensemble theory result17,19 that

eH5vH , ~2.4!

wherevH is the first ionization solution of Dyson’s quas
particle equation. Since the asymptotic form of the exactvxc

is18

vxc~r !→2
f H

r
1~eH2vH!, ~2.5!

wheref H is the occupation of the HOMO, it follows that19,36

vxc
` [ lim

r→`
vxc~r !50. ~2.6!

It also follows that, in the asymptotic region,

vxc
1~r !→2

d

r
, vxc

2~r !→2
1

r
, ~2.7!

upon addition or removal of a small fraction,d, of an elec-
tron. So the DD falls off as 1/r .20,32,33,37,38The fact that the
DD is a constant shift in the bulk region but falls off as 1/r in
the asymptotic region means that it affects the shape ofvxc

even at fixed particle number.
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B. Properties of approximate functionals

Perdew and Levy have argued that the properties~2.4!
and ~2.6! of the exactvxc are altered in the case of an a
proximate functional which gives a good approximation
the total energy,E(N), but is smooth, lacking the discont
nuity in ]E/]N at integer particle number.16 For such a DD-
free ~DDF! functional, the value of (]EDDF/]N) at integerN
must be somewhere in between the values for the true fu
tional at N101 and N201.16 Writing this as a weighted
average of the ‘‘1 ’’ and ‘‘ 2 ’’ derivatives and using Janak’
theorem gives

eHOMO
DDF 5S ]E

]ND
v

DDF

>wS ]E

]ND
v

(2)

1~12w!S ]E

]ND
v

(1)

52@wI1~12w!A#, ~2.8!

where 0,w,1. For open shell systems, Perdew and Le
argued thatw should be 1/2,16 and this is consistent with
results of calculations on open shell16,28,29,39,40but not closed
shell39,40 systems, using several approximate functionals
the corresponding hypotheticalvxc

DDF has the exact
asymptotic form~2.5!, then Eq.~2.8! implies29,39,40

vxc
`,DDF5~12w!~ I 2A! , ~2.9!

which is positive. These observations mean that a functio
without a DD cannot give simultaneously a good total ene
and avxc5dExc /dr with the exact properties~2.4!–~2.6!.

As an example of what can happen when one tries
correct the asymptotic behavior of the LDA so as to g
Eqs. ~2.4! and ~2.6!, without taking into account the DD
consider the LB94 functional. Figure 1~a! of the original
LB94 article,21 which compares some approxima

FIG. 1. Comparison of TD-DFT excitation energies calculated using
TDLDA/LDA, TDLDA/LB94, and TDLDA/AC-LDA functionals with the
multireference coupled cluster singles and doubles~MRCCSD! results of
Ref. 103 for the first 35 transitions~not counting degeneracies! of N2. Ex-
perimental values taken from Ref. 103 are also shown.
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exchange–correlation potentials with the exact potential
the beryllium atom, shows that although the LB94 poten
tends to the exact potential asymptotically, the two curv
are not parallel in the energetically important bulk regio
~Parallel curves will lead to the same charge density.! In
contrast, the LDA potential is roughly parallel to the exa
potential for r ,6 bohr ~except that it lacks the small blip
aroundr 51 bohr, which is associated with shell structur
and which can be obtained via gradient corrections!. This
suggests that the LDA charge density should be a good
proximation to the true charge density over this range. T
it appears that the LB94 gradient correction is improving
asymptotic behavior of the potential at the expense of d
torting the already pretty good behavior of the LDA potent
in the bulk region. This view is consistent with the difficu
ties of the TDLDA/LB94 for low-lying excitations men
tioned in Sec. I, and is borne out by results for other pro
erties as well. In a comparison of the dipole moments
nine molecules, we found that the LB94 gradient correct
often leads to a deterioration in the accuracy of the dip
moment.41 Neumann, Nobes, and Handy39 have arrived at a
similar conclusion about the LB94 functional based on th
study of optimized geometries and total energies. Furth
more, similar observations have been made about other f
tionals which attempt to impose the correct asymptotic
havior on the LDA via a gradient correction.24,25

In order to understand more clearly how ignoring t
DD leads to distortions invxc , and to see how this can b
rectified, note that the value~2.8! of eH

DDF suggests thatvxc
DDF

lies between the exactvxc
2 andvxc

1 in the energetically impor-
tant bulk region. As discussed in Sec. I, the good res
obtained from the LDA and gradient-corrected function
~GCFs! for properties primarily dependent on the bulk r
gion, as well as explicit calculations ofvxc for atoms~see
e.g., Refs. 21, 42, 43!, suggest that thevxc’s from these
functionals roughly parallel the exactvxc in the bulk region.
Consider, therefore, an approximate exchange–correla
potential,vxc

B , which does not have a DD, which rough
parallelsvxc

2ivxc
1 in the bulk region, and which satisfiesvxc

2

,vxc
B ,vxc

1 in this region. Ifvxc
B continues to be betweenvxc

2

andvxc
1 in the asymptotic region, thenvxc

B,`50 but vxc
B can-

not have the correct asymptotic behavior unless it coinci
with vxc

2 @see Eq. ~2.7!#. For vxc
B to have the correct

asymptotic form, it has to parallel~grosso modo! the exact
vxc

2 in the asymptotic region. This means that eithervxc
B,`

.0, consistent with Eq.~2.9!, but in violation of the exact
condition~2.6!, or thatvxc

B,`50 andvxc
B coincides withvxc

2 in
the asymptotic region. However, ifvxc

B coincides withvxc
2 in

the asymptotic region, but differs fromvxc
2 by a constant shift

in the bulk region, it cannot be parallel tovxc
2 over the entire

space. This contradiction shows that there must be a dis
tion in the shape ofvxc

B .

C. Shift-and-splice approach

One way to avoid this distortion is to construct a pote
tial that satisfies the properties~2.8! and ~2.9! for a DDF
functional, instead of the exact conditions~2.4! and~2.6!, so
thatvxc

B (5vxc
DDF in this case! can maintain a constant differ

e
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ence fromvxc
2 in both asymptotic and bulk regions. In

remarkable series of papers,40,44–48 Tozer, Handy, and co
workers have considered the problem of fitting the para
eters in a general gradient-corrected functional to yield,
multaneously, good exchange–correlation energies an
good shape for exchange–correlation potentials, for a gi
training set of molecules. Consistent with the DDF nature
the gradient-corrected ansatz, they found that a good sim
taneous fit ofExc and vxc was only possible by permitting
vxc

` .0.40 They also confirmed that2eH
DDF'(I 1A)/2 for

open-shell molecules, and2eH
DDF,I more generally.40 In

addition to the direct computational confirmation of som
important physical ideas, these studies resulted in the de
opment of a highly parametrized ‘‘semiempirical’’ func
tional ~the HCTH functional!, satisfying the above-
mentioned relations for a DDF functional. This gives go
total energies, and represents a first attempt to take the
into consideration in designing functionals.

We take a second approach which is also aimed at av
ing the distortion ofvxc , but which satisfies the exact con
ditions~2.4! and~2.6!. Sincevxc

B parallels the exactvxc
2 in the

bulk region, subtracting an appropriate constant shift,D,
from vxc

B in the bulk region would bring it into line withvxc
2

in this region, thus making it consistent withvxc
2 in the

asymptotic region. At a given particle number, these t
ways of avoiding the distortion invxc that arises from neglec
of the DD amount to the same thing. The difference betw
the resultingvxc’s is just a constant shift~over all space!, so
the charge densities and excitation energies are ident
However, as will be seen in the following, the second a
proach builds the DD intovxc in the bulk region. Thus the
two vxc’s are different functions of particle number. In add
tion, the second approach offers the computational con
nience of working with potentials that go to zero at infinit
We thus use the second approach.

It remains to construct the desired potential. This
quires both a functional which is good in the bulk region a
a functional which gives the correct21/r asymptotic form.
Since the very reasonvxc needed improvement is that exis
ing GCFs are not simultaneously good in both bulk a
asymptotic regions, we use different functionals for the t
regions and splice the potentials together. For the bulk
gion, we need an easy-to-compute approximatevxc that
roughly parallels the exactvxc in this region. The LDA or
any of the commonly used GCFs can be used for this p
pose. In the present work we will use the LDA. The const
shift required to bringvxc

LDA into line with the exact potentia
is given by the difference betweeneH

LDA and the exacteH

@Eq. ~2.4!#,

D5eH
LDA2vH . ~2.10!

In practice, we approximatevH by the total energy differ-
ence~DSCF! ionization potential calculated with the LDA
functional, since this is known to give quite reasonable m
lecular ionization potentials. For the asymptotic region,
need a potential which has the correct asymptotic behav
In the spliced asymptotic correction proposed over 40 ye
ago by Latter49 for calculations on atoms, he simply use
21/r at larger ,
-
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vxc~r !5MaxS vxc
TFD~r !,2

1

r D , ~2.11!

where vxc
TFD is the Thomas–Fermi–Dirac~TFD! potential.

This spliced potential does not take into account the effec
the DD. Moreover, using21/r itself in the larger region is
inappropriate for molecules because it would impose sph
cal symmetry throughout this region. Instead, what is nee
for molecular applications is a form forvxc which is a func-
tional of the density in the larger region, so that it correctly
reflects the shape of the molecule, and which yields the c
rect 21/r behavior asr→`. There are a number of func
tionals which could be used for this purpose.21–25 In the
present work we will use the LB94 potential,

vxc
LB94~r !5vxc

LDA~r !2brs
1/3

xs
2

113bxs sinh21 xs
, ~2.12!

wherexs5u¹W rsu/rs
4/3 andb is a parameter obtained by fit

ting vxc
LB94 to the exact exchange–correlation potential for t

beryllium atom.21 ~See Ref. 78 for a summary of subseque
work on functionals by van Leeuwen, Gritsenko, Baeren
and co-workers.! This potential takes advantage of th
Becke’8850 form for the gradient correction for exchang
which was designed to give the correct21/r asymptotic be-
havior for the case of exponentially decaying densities fou
in atomic and molecular systems, but van Leeuwen and B
rends applied this form to correctvxc directly, instead of the
exchange energy density.

Our asymptotically corrected LDA potential~AC-LDA !
is obtained by combining the shiftedvxc

LDA in the bulk region
with the LB94 potential in the larger region, taking the
switchover point between the two potentials to be where t
cross,

vxc
AC-LDA~r !5Max@vxc

LDA~r !2D,vxc
LB94~r !#. ~2.13!

This means of determining the switchover point is the sa
as that used by Latter.49 It may result in a discontinuity in the
gradient ofvxc

AC-LDA at the location of the splice. However, a
the potentials used for the two regions are improved,
proaching the truevxc , any discontinuity must vanish. In
practice, we expect any effect of a discontinuity in the g
dient ofvxc to be small compared to the impact of improvin
the overall shape of the potential, for most computed pr
erties. It is conceivable that the two potentials may not cr
in some trivial systems~such as the hydrogen atom!, but we
expect such systems to be the exception rather than the
That the two potentials do cross for the molecules conside
in the present paper is obvious from the fact that the A
LDA results are not the same as those from either of
constituent potentials. We have also not ruled out the po
bility that recrossing may occur in certain regions~e.g., near
nuclei!. Nevertheless, we prefer to stick to the simple p
scription ~2.13!, constructed principally to distinguish be
tween bulk and asymptotic potentials, allowing the two p
tentials to join naturally wherever they may.

This asymptotic-correction concept was first publish
along with an application of our AC-LDA potential to th
TD-DFT calculation of excited states of1A1 manifold of
formaldehyde.26 We found that our AC-LDA potential made
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possible a sufficiently good simultaneous description of
lence and Rydberg excitations that TD-DFT, using this p
tential, was able to describe the avoided crossings resu
from configuration mixing between valence and Rydberg
this historically enigmatic manifold.

Handy and Tozer12,51 have subsequently used o
asymptotic correction approach to improve upon their se
empirical functional.48 The resultant functional is given th
name HCTH~AC!. They used the Fermi–Amaldi term
(1/N)*r(r 8)/ur2r 8udr ,52 for the larger region, as had pre
viously been done by Santamaria,24 and combined this with
their semiempirical functional for the bulk region.@Refer-
ences 53 and 54 contain further applications of
Hamprecht–Cohen–Tozer–Handy@HCTH~AC!# functional
or a slight variant thereupon.# Their means of performing the
shift-and-splice operation differs from ours in that they
troduce two additional adjustable parameters, and they s
the larger potential up, leavingvxc5dExc /dr, instead of
shifting the bulk-region potential down,vxc5dExc /dr2D,
as we do. This is really a very small difference in philosop
which has little impact on actual computations. More imp
tant, the fact that they find their semiempirical functional
be inadequate for high-lying excitation energies, but obt
excellent results using it together with the shift-and-spl
asymptotic correction approach,12,51provides confirmation of
the basic ideas involved in our asymptotic-correction
proach.

Note that we have not introduced any adjustable par
eters, since both the shift of the LDA potential and the po
tion of the splice are uniquely determined.~Tozer and Handy
introduced two new empirical parameters in their adaption
our shift-and-splice procedure.! We use the Vosko, Wilk,
and Nusair parametrization of the LDA,55 and the value ofb
determined by van Leeuwen and Baerends for th
potential.21 It stands to reason that the results could be
proved by redeterminingb specifically for the AC-LDA
rather than using the value for the pure LB94 potential. Ho
ever, this would muddy the comparison with the pure LB
results and is not done here.

A novel and noteworthy aspect of our asymptotic corr
tion approach is that the incorporation of the constant sh
D, builds the DD into the potential in the bulk region. Sin
the LDA has no DD~i.e.,vxc

LDA, 15vxc
LDA, 2), Eq.~2.13! gives

for the DD of the AC-LDA potential, in the region where
consists of the shifted LDA,

Dxc
AC-LDA5D22D1

5~eH
LDA, 22vH

2!2~eH
LDA, 12vH

1!

5~eH
LDA2vH!2~eL

LDA2vL!, ~2.14!

since the HOMO of the system withN101 electrons is just
the LUMO of theN-electron system, both for the LDA an
the Dyson orbitals~because neither involves a DD!. This is
the same as Eq.~2.3! for the exactDxc , except that the true
Kohn–Sham orbital energy difference (eL2eH) is here ap-
proximated by (eL

LDA2eH
LDA). This is the firstvxc that is

easily computed from GCFs to include a DD. Although t
-
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OEP, and the Krieger–Li–Iafrate~KLI ! approximation
thereto, include the DD, these potentials are much m
computationally demanding than GCFs.

For completeness, we specify an approximation for
total energy. Since the philosophy of our asymptotic corr
tion approach is to leave the shape ofvxc

LDA unchanged in the
energetically important bulk region and correct it only in t
large r region which is relatively unimportant energeticall
we simply use the LDA energy expression but evaluate
using the AC-LDA orbitals and orbital energies. Specifical

ELDA@rA#5(
i

f ie i
A2E vxc

A ~r !rA~r !dr

2
1

2E E rA~r1!rA~r2!

r 12
dr1dr2

1Exc
LDA@rA# , ~2.15!

where thee i
A andrA are solutions of the Kohn–Sham equ

tion with the exchange–correlation potentialvxc
A . This is a

variational upper bound on the LDA total energy, becomi
the LDA total energy whenA5LDA. Using this energy ex-
pression withA5AC-LDA gives an approximate AC-LDA
energy. Although this does not satisfy the exact condit
vxc5dExc /dr because we useExc

LDA with vxc
AC-LDA , it does

allow us to check the premise that our asymptotic correct
has very little effect on the shape ofvxc in the bulk region.
Indeed, the only difference between the LDA energy and
‘‘AC-LDA energy’’ obtained from this expression is due t
the change in the shape ofvxc . To see this, note that th
effect of a purely constant shift cancels out in the first tw
terms: for vxc

A 5vxc
LDA2D, Eq. ~3.15! reduces to the LDA

total energy. A comparison betweenELDA@rLDA# and
ELDA@rAC-LDA# will be given in Sec. IV A. Aside from this
check, the only use that is made of this energy expressio
our calculations is as the energy convergence criterion in
SCF step, since the total energy does not enter into the
citation energy calculations.

Although we have presented the specifics of o
asymptotic correction approach for correcting the LDA a
using the LB94 potential in the asymptotic region, it is cle
that the approach is general and could be used to com
the advantages of any potential which gives a good desc
tion of the bulk region with any other potential which has t
correct asymptotic behavior.

III. COMPUTATIONAL DETAILS

Time dependent density-functional theory~TD-DFT!
provides a rigorous extension of the traditional ground s
tionary state DFT into the time domain, thus allowing t
dynamic response of the charge density, and thereby ex
tion spectra, as well as a number of other dynamic
excited-state properties, to be obtained. The formal under
nings of TD-DFT are by now well established, and ha
been reviewed a number of times by Gross a
co-workers.56–59 Several years ago, we introduced TD-DF
methodology for molecular applications,4,13,60,61 which has
since been incorporated into a number of major quant
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chemistry programs. Articles covering methodology and
gorithms include Refs. 5, 6, 11, 13, 15, 61, and 62.

The TD-DFT calculations in the present paper were p
formed using version 2 of our program deMon-DynaRho~for
‘‘dynamic response ofr’’ !.63 This program follows the
methodology described in Ref. 61, but differs from version
~used in Ref. 4! in that it also incorporates improvemen
along the lines described in Ref. 13. This is a post-SCF p
gram designed to be used with deMon-KS~for
Kohn–Sham!64 for the SCF step. The SCF calculations we
performed with version 1.2 of the deMon-KS module,
which we added the LB94 and AC-LDA potentials. For bo
of these functionals, convergence criteria are based on
charge density fitting coefficients and the LDA total energ
TheDSCF-based excitation energies were calculated acc
ing to the traditional prescription,65,66 using SCF energies
obtained from version 4.0 of deMon-KS,67 since this version
allows greater control of excited configurations. Compu
tional details, including molecular geometries, basis sets,
grids, are the same as those given in Ref. 9. Briefly,
orbital basis set consists of the Sadlej basis, augmented
additional diffuse functions. The auxiliary basis sets we
chosen from the deMon basis set library.~See Ref. 9 for
details.!

The slow decay of asymptotically correct exchang
correlation potentials, such as the LB94 and AC-LDA pote
tials, makes the convergence of auxiliary basis sets m
difficult. Experimentation with more diffuse auxiliary bas
sets was hampered by SCF convergence problems. Neve
less, we have made a number of tests to explore this p
lem. Although we have seen differences between cer
auxiliary basis sets produce differences in excitation ener
as large as a few tenths of an eV for some states, there
significant variations in the sensitivity of different states
the auxiliary basis. Thus, in view of the large number
states considered in this paper, it is unlikely that incomple
ness of the auxiliary basis set used could result in system
errors large enough to alter our conclusions concerning
relative performance of the LB94 and AC-LDA functional

IV. RESULTS

In this section, we assess the performance of our A
LDA potential for the calculation of excitation spectra. F
this purpose, we consider a large number of discrete sta
including both valence and Rydberg excitations, for each
four small, well-studied molecules: N2, CO, CH2O, and
C2H4. These molecules may also be considered as protot
for studying the (n,p* ) and (p,p* ) transitions important
for organic photochemistry. Before looking at the excitati
energies, we first consider a few ground-state propertie
order to confirm that our asymptotic correction scheme
indeed not resulting in any great distortion of the shape
the LDA potential in the bulk region. We then consider t
performance of the AC-LDA for excitation energies a
make a preliminary assessment for oscillator strengths.
section ends with a discussion of how the physical desc
tion of excitations in TD-DFT differs from that in Hartree
Fock ~HF!-based theories, in particular the importance
orbital energy differences for TD-DFT.
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A. Ground state properties

We first verify the premise that the asymptotic correcti
in the AC-LDA has relatively little effect on the shape of th
exchange–correlation potential in the bulk region. Since
LDA orbitals minimize the LDA total energy, the increase
the LDA energy when it is evaluated using orbitals fro
some other functional,A, Eq. ~2.15!, is a measure of how
much the LDA andA orbitals differ in the energetically im-
portant region of space. Table I shows that, while the ene
evaluated with the LB94 orbitals exceeds that evaluated
ing the LDA orbitals by 15–20 mhartrees, the AC-LDA o
bitals yield an energy only 1–4 mhartree higher than
LDA energy, confirming that the AC-LDA leaves the LDA
orbitals largely unchanged over the energetically import
part of space.

Table II shows the effect of the AC-LDA and the LB9
on the LDA dipole moment. Here again the impact of o
AC-LDA correction on the charge density in the bulk regio
is seen to be relatively small, changing the LDA dipole m
ment by at most about a tenth of a debye. For formaldehy
the AC-LDA and LDA dipole moments are nearly identica
and are close to experiment, while the LB94 value is larg
For CO, the AC-LDA dipole moment is closer to experime
than is the LB94 dipole moment, which itself is an improv
ment on the LDA dipole moment, though the differenc
between all three functionals and experiment are small.

Finally, the relatively small effect of the splice
asymptotic correction on the shape of the LDA potential
the bulk region can be seen from the value of2eH

AC-LDA .
The 2eH for all three functionals are compared with LD
DSCF and experimental ionization potentials,I , in Table III.
First note that the well-known, severe underestimate ofI by
2eH

LDA ~errors of 4–5 eV for the present molecules! is
largely corrected by the LB94 functional. However, the LD
DSCF I is significantly closer to experiment than is2eH

LB94

~absolute errors of 0.02–0.26 eV as opposed to 0.3–1.2!.

TABLE I. Effect of LB94 and AC-LDA corrections tovxc
LDA on the total

energy calculated using the LDA energy expression.

Molecule

Energy relative to the LDA energy~mhartree!

LB94 AC-LDA

N2 16.03 2.81
CO 15.97 1.34
CH2O 19.12 2.27
C2H4 20.08 3.51

TABLE II. Dipole moments.

Dipole moment~D!

CO CH2O

LDA 0.25 2.29
LB94 0.17 2.64
AC-LDA 0.14 2.29
Expt. 0.12a 2.33b

aFrom Ref. 97.
bFrom Ref. 98.
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The DSCF I is used to determine the value ofD used in the
AC-LDA. So if the AC-LDA consisted only of a rigid shift
of the LDA potential,2eH

AC-LDA would equal theDSCF I .
Thus the effect of the spliced asymptotic correction oneH is
seen as the difference between2eH

AC-LDA and theDSCF I ,
which varies from 0.07 to 0.32 eV, for the present molecu
The resulting2eH

AC-LDA is in better agreement with exper
ment than is2eH

LB94 ~errors of 0.03–0.33 vs. 0.30–1.21 eV!.
This difference is particularly important for formaldehyd
and ethylene, where2eH

LB94 overestimatesI by about 1 eV.
The effect of the asymptotic correction can also be s

in terms of the other orbital energies, as illustrated for CH2O
in Table IV. Herevxc

LDA supports only two bound virtual
above the LUMO, and the higher of these two is alrea
significantly affected by the incorrect asymptotic behavior

TABLE III. Vertical first ionization potential and2eH .

Molecule

2eH ~eV! Ionization potential~eV!

LDA LB94 AC-LDA DSCFa Expt.b

N2 10.36 15.90 15.36 15.62 15.60
CO 9.10 14.32 13.78 14.10 14.01
CH2O 6.32 11.78 10.85 10.92 10.88
C2H4 6.91 11.89 11.01 10.94 10.68

aDifference of LDA total energies for the cation and neutral.
bFrom Refs. 99 (N2 and CO!, 100 ~CH2O!, and 101~C2H4!.

TABLE IV. CH2O bound orbital energies.

Statea

Orbital energy~eV!

LDA LB94b AC-LDA LDA 2Dc

12a1 20.179 37 20.122 67
5b1 20.274 84 20.192 62
11a1 20.551 17 20.496 05
5b2 20.721 88 20.554 36
4b1 20.880 37 20.874 91
10a1 21.058 5 20.972 59
1a2 (3dxy) 21.214 6* 21.161 3
9a1 (3dz2) 21.134 1* 21.161 8
4b2 (3dxy) 21.240 0 21.209 2
8a1 (3dx22y2) 22.308 5 22.063 2
3b1 (3px) 22.378 4 22.270 4
3b2 (3py) 23.328 9 22.942 2
7a1 (3pz) 23.363 1 23.188 1
6a1 (3s) 20.47081 24.575 7 24.170 1 25.07
2b1 (p* ) 22.9821 28.618 9 27.580 7 27.58

HOMO–LUMO gap
2b2 (n) 26.3210 211.781 210.846 210.92
1b1 ~p! 210.321 215.838 214.912 214.92
5a1 (ns) 211.123 216.456 215.528 215.52
1b2 212.228 217.320 216.586 216.83
4a1 215.650 220.735 219.984 220.25
3a1 226.634 231.671 231.036 231.23
2a1 2269.44 2293.91 2275.03 2274.04
1a1 2507.73 2537.70 2512.51 2512.33

aOrbital symmetries have been assigned according to the 1955 IUPAC
ommendations~Ref. 102!.

bAn asterisk indicates a change of orbital ordering relative to that of
AC-LDA.

cLDA orbital energies shifted by the difference between2eH
LDA and the

LDA DSCF ionization potential.
.

n

y
f

vxc
LDA .9 Thus the shifted LDA orbital energy,e i

LDA2D, does
not correspond closely toe i

AC-LDA for this orbital ~a 0.9 eV
difference!. For the LUMO and the valence orbitals, th
e i

AC-LDA show the expected small perturbation of thee i
LDA

2D due to the asymptotic splice. Note thate i
LDA2D

.e i
LB94 , sovxc

LDA2D is indeed the potential used in the bu
region, according to Eq.~2.13!. And e i

AC-LDA is closer to
e i

LDA2D than to e i
LB94 , with differences betweene i

AC-LDA

ande i
LDA2D of a couple tenths of eV, for these orbitals. F

the core orbitals, where any perturbation ofe i
LDA2D by the

asymptotic splice should be minimal, thee i
AC-LDA are within

1 eV of thee i
LDA2D, whereas thee i

LB94 differ by about 20
eV.

All in all, the effect of the spliced asymptotic correctio
on predominantly bulk region properties is relatively sma
We will now turn to an examination of excitation energie
where the long-range behavior ofvxc is very important.

B. Excitation energies

We evaluate the performance of our AC-LDA potent
for calculating excitation spectra and compare it to that
the LDA and LB94 potentials. In all our calculations, th
TDLDA is used to describe the response~i.e., to evaluate the
coupling matrix!, while the other functionals are used to o
tain vxc in the SCF step. This is denoted TDLDA/F, where
is the functional used for the SCF step. Corrections tovxc do
not necessarily improve its derivative,dvxc /dr.68 In fact,
although TDLDA/LB94 static polarizabilities are a signifi
cant improvement over the TDLDA/LDA values,41,68 we
have found that including the LB94 correction in the r
sponse~i.e., LB94 instead of TDLDA/LB94! results in a sub-
stantial underestimate of the polarizabilities, giving wor
results than the TDLDA/LDA.41 The present use o
TDLDA/F allows us to isolate and study the important pro
lem of improving the shape ofvxc , as distinct from the ques
tion of its derivative.

The results from all three potentials are compared w
published single-particle excitation energies from hig
quality ab initio methods and with experiment. This com
parison covers both singlet and triplet states over a fa
wide range of energies~almost up to the ionization poten
tial.! Theory predicts a number of highly excited stat
which either do not appear to have been observed exp
mentally or for which accepted experimental excitation e
ergies are not available. For this reason, our primary co
parison is against theab initio calculations. The choice ofab
initio results against which to compare was governed by
desire to use, insofar as possible, a single set of results
each molecule, that would give reasonably accurate va
for all the states considered. The selected calculations a
good agreement with experiment. The state-by-state c
parison between the results of different calculations w
made by identifying thenth state of a given symmetry from
one calculation with thenth state of the same symmetry i
the other calculation, with the TD-DFTN-electron term sym-
bol being determined according to the procedure describe
Ref. 61. For ethylene, only excitations out of the 1b3u(p)
orbital are considered, and the same state-by-state com

c-

e
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son scheme used for the other molecules is applied to
p-excitation manifold. Thes-excitation manifold of ethylene
has been much less studied and will be discussed separa
As was done in our previous paper,9 the assignment of exci
tations to thes vs p manifold was confirmed by an add
tional calculation in which all occupied orbitals except t
1b3u(p) were frozen during the post-SCF step. The resu
of these comparisons, for the four molecules, are show
Figs. 1–4. @Time-dependent density-functional respon
theory ~TD-DFRT! and TD-DFT are synonymous in th
present context.#

It is immediately evident from Figs. 1–4 figures tha
like the TDLDA/LB94, the TDLDA/AC-LDA corrects the
disastrous collapse of the TDLDA/LDA excitation energi
above2eH

LDA . This is as it should be, since the AC-LD
was designed to correct the asymptotic behavior ofvxc and
we have already seen that2eH

AC-LDA are good estimates o
the experimental ionization potentials~Table III!. It is also
apparent that the TDLDA/AC-LDA excitation energies a
in significantly better agreement with the experimental a
the high-qualityab initio results than are the TDLDA/LB94
values. This is further evidenced in Table V where it is se
that the average~over all states! absolute error for the
TDLDA/AC-LDA varies from less than half~for ethylene! to
two-thirds ~for CO! that for the TDLDA/LB94.

The TDLDA/LB94 generally gives excitation energie
that are too low below2eH

LDA and too high above2eH
LDA .

The AC-LDA improves on this both below and abov
2eH

LDA . Below 2eH
LDA , TDLDA/AC-LDA moves from the

TDLDA/LB94 values back toward the TDLDA/LDA, which
does the best of the three. This is consistent with the i
behind the construction of the AC-LDA, namely that, wh

FIG. 2. Comparison of TD-DFT excitation energies calculating using
TDLDA/LDA, TDLDA/LB94, and TDLDA/AC-LDA functionals with the
second-order polarization propagator~SOPPA! results of Ref. 104 (SÞ1
results from Table II of that reference! for the first 23 states~not counting
degeneracies! of CO. Experimental values taken from Ref. 104 are a
shown.
is

ely.

s
in

d

n

a

eFIG. 3. Comparison of TD-DFT excitation energies calculating using
TDLDA/LDA, TDLDA/LB94, and TDLDA/AC-LDA functionals with the
generalized-valence-bond configuration-interaction~GVB-CI! results of
Ref. 108@except for the1,3B1 values which are symmetry-adapted clust
configuration interaction~SAC-CI! results from Table III of Ref. 109# for
the first 23 states of CH2O. Experimental values taken from Refs. 105 a
106 are also shown.

FIG. 4. Comparison of TD-DFT excitation energies calculated using
TDLDA/LDA, TDLDA/LB94, and TDLDA/AC-LDA functionals with the
complete-active-space second-order perturbation theory~CASPT2! results
of Ref. 107@except for the1B1u value which is the more accurate multire
erence doubles configuration interaction~MRDCI! result of Ref. 110# for the
first 20 vertical excitation energies out of the 1b3u(p) orbital of C2H4.
Experimental values taken from Ref. 107 are also shown.
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TABLE V. Average and maximum errors in TD-DFT excitation energies with respect to theab initio com-
parison data in Figs. 1–4~see the figure captions!.

TD-DFT excitation energy errors~eV!
Signed error Absolute error Maximum error

,2eH
LDA

.2eH
LDA All ,2eH

LDA
.2eH

LDA All ,2eH
LDA

.2eH
LDA

N2

TDLDA/LDA 20.23 0.31 0.51
TDLDA/LB94 20.67 0.63 0.37 0.67 0.72 0.71 0.91 1.51
TDLDA/AC-LDA 20.43 0.14 0.02 0.44 0.33 0.35 0.68 1.07

CO
TDLDA/LDA 20.01 0.29 0.55
TDLDA/LB94 20.11 0.28 0.22 0.38 0.35 0.35 0.55 0.85
TDLDA/AC-LDA 0.08 20.06 20.04 0.30 0.24 0.25 0.46 0.61

CH2O
TDLDA/LDA 20.29 0.43 0.64
TDLDA/LB94 20.47 0.43 0.31 0.48 0.65 0.63 0.82 1.46
TDLDA/AC-LDA 20.35 20.12 20.15 0.47 0.41 0.41 0.71 0.98

C2H4

TDLDA/LDA 0.21 0.21 0.21
TDLDA/LB94 0.02 0.88 0.84 0.02 0.91 0.87 0.02 1.42
TDLDA/AC-LDA 0.22 0.33 0.32 0.22 0.37 0.36 0.22 0.68
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using LB94 to correct the asymptotic behavior, the AC-LD
should distort the LDA less than does the LB94 in the b
region. The few~three! exceptions to this observed patte
below 2eH

LDA include two cases where the TDLDA/LB9
does better than the TDLDA/AC-LDA or the TDLDA/LDA
however all three functionals give results within about 0.
eV of the experimental and high qualityab initio results for
these two states. Above2eH

LDA the TDLDA/LB94 generally
overestimates the excitation energies, and the error incre
with energy. The TDLDA/AC-LDA generally reduces thes
values, bringing them into better agreement with the exp
mental and high qualityab initio results.

This is particularly striking in ethylene, where, of the 1
states above2eH

LDA in the 1b3u(p) manifold, 11 are off by
an electron volt or more~errors from 1.0 to 1.4 eV! with the
TDLDA/LB94 functional. The TDLDA/AC-LDA gives a
very marked and systematic improvement, reducing the
erage error above2eH

LDA from 0.91 to 0.37 eV and yielding
errors less than 0.5 eV for almost all the states, the only
exceptions being the 21,3B1u ~the highest and fourth highes
states shown! with errors of 0.67 and 0.68 eV, respective
~still less than half the error of the TDLDA/LB94 for thes
states!. While the TDLDA/AC-LDA is a substantial im-
provement over the TDLDA/LB94, it still systematicall
overestimates the excitation energies for C2H4. This is partly
a reflection of the fact that the LDADSCF ionization poten-
tial overestimates the experimental value by 0.26 eV
C2H4, in contrast to the LDADSCF ionization potentials fo
the other molecules which are within 0.1 eV of experime
An overestimation of the LDADSCF ionization potentia
increases the size of the shift,D, in the AC-LDA, increasing
the difference between the energies of the initial orbi
bound in the shifted LDA potential, and the final Rydbe
orbital, supported by the long-range behavior of the LB
potential, thus yielding excitation energies that are too la
5

ses

i-

v-

o

r

.

l,

4
e

~except for excitations to the LUMO, which is largely una
fected by the LB94 part of the AC-LDA potential!. As
shown in Table VI, replacing theDSCF IP with the experi-
mental IP for C2H4 leads to little change in the TDLDA/AC-
LDA mean absolute deviations~MADs! below 2eH

LDA , but
leads to a significant reduction of the TDLDA/AC-LDA
MADs above2eH

LDA , so that they are now similar to th
TDLDA/AC-LDA MADs observed for the other three mol
ecules.

In contrast to the extensively studiedp-excitation mani-
fold of ethylene, excitations out of thes system are much
less well characterized. Nevertheless, one would expect
citations out of thes system to be significantly higher in
energy than those out of thep bond, and this is consisten
with the results of time-dependent Hartree–Fo
~TDHF!,69,70 configuration-interaction singles~CIS!,71 and
second-order Møller–Plesset perturbation theory correc
CIS ~CIS-MP2!71 calculations. However, as we pointed o
in a previous paper, the TDLDA/LB94 results for thes ex-
citations are apparently significantly too low.9 The TDLDA/
AC-LDA does not resolve this problem. A particularly cle
example is the1,3B1g@1b3g(pCH2

8 ),1b2g(p* )# singlet–triplet

pair, where the TD-DFT differs from the other values b
about 2 eV, see Table VII. At the end of Sec. IV E we w
show that the problem with thiss excitation arises from
significant errors in the orbital energy difference.

The observations we have made for ethylene are a
manifested in the results for the other molecules, though
less dramatic fashion. The TDLDA/AC-LDA markedly im
proves on the TDLDA/LB94 results. Again, however, thes
excitations which were substantially underestimated by
TDLDA/LB94 ~the 11,3B1@5a1(ns),2b1(p* )# excitations
in formaldehyde and the 13Pu(C)(2su,1pg) excitation in
N2), are not significantly improved by the TDLDA/AC
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TABLE VI. Mean absolute errors for TD-DFT excitation energies using different functionals, below and a
minus the LDA HOMO orbital energy (2eH

LDA , see Table III!.

Mean absolute deviation of TD-DFT excitation energy~eV!
From experimenta From theoryb

,2eH
LDA

.2eH
LDA All ,2eH

LDA
.2eH

LDA All

N2
h

TDLDA/LDA c 0.19 1.80 1.05 0.31 1.81 1.11
TD-HCTH/HCTHd 0.26 2.13 1.26 0.31 2.14 1.29
TD-PBE0/PBE0e ¯ ¯ ¯ ¯ ¯ ¯

TDLDA/AC-LDA c 0.36 0.25 0.30 0.44 0.29 0.36
TD-HCTH/HCTH~AC!d 0.25 0.43 0.35 0.30 0.43 0.37
TDLDA/SAOPf 0.11 0.17 0.14 0.24 0.20 0.22

COi

TDLDA/LDA c 0.28 1.28 1.06 0.25 1.40 1.15
TD-HCTH/HCTHd 0.41 1.38 1.17 0.15 1.50 1.21
TD-PBE0/PBE0e 0.43 0.28 0.31 0.18 0.35 0.31
TDLDA/AC-LDA c 0.26 0.12 0.15 0.31 0.26 0.27
TD-HCTH/HCTH~AC!d 0.37 0.31 0.32 0.12 0.44 0.37
TDLDA/SAOPf 0.07 0.09 0.09 0.30 0.25 0.26

CH2O
j

TDLDA/LDA c 0.46 1.42 1.10 0.43 1.54 1.17
TD-HCTH/HCTHd 0.18 1.55 1.09 0.24 1.67 1.19
TD-PBE0/PBE0e 0.17 0.41 0.33 0.41 0.53 0.49
TDLDA/AC-LDA c 0.50 0.27 0.34 0.47 0.38 0.41
TD-HCTH/HCTH~AC!d 0.17 0.26 0.23 0.23 0.37 0.33
TDLDA/SAOPf 0.41 0.17 0.25 0.19 0.11 0.14

C2H4
k

TDLDA/LDA c 0.24 1.15 1.08 0.21 1.21 1.13
TD-HCTH/HCTHd 0.04 1.34 1.24 0.07 1.40 1.30
TD-PBE0/PBE0e 0.44 0.17 0.19 0.47 0.23 0.25
TDLDA/AC-LDA c 0.25 0.40 0.39 0.22 0.34 0.33
TDLDA/AC-LDA c,g 0.25 0.26 0.26 0.22 0.20 0.20
TD-HCTH/HCTH~AC!d 0.03 0.05 0.05 0.06 0.07 0.07
TDLDA/SAOPf

¯ ¯ ¯ ¯ ¯ ¯

aExperimental values for N2 taken from Ref. 103, for CO from Ref. 104, for CH2O from Refs. 105 and 106, and
for C2H4 from Ref. 107.

bTheoretical values for N2 are MRCCSD results of Ref. 103, for CO are SOPPA results from Ref. 104
CH2O are GVB-CI results from Ref. 108~except for the1,3B1 values which are SAC-CI values from Ref. 109!,
and for C2H4 are CASPT2 results of Ref. 107~except for the1B1u value which is from the MRDCI calculation
of Ref. 110.!

cTime-dependent local density approximation calculations with or without asymptotic correction at the
step. Present work.

dTime-dependent HCTH calculations with or without asymptotic correction at the SCF step~Ref. 12!.
eTime-dependent PBE0 calculations~Ref. 73!.
fTime-dependent local density approximation calculations using the statistical average of orbital model po
at the SCF step~Ref. 72!.

gShift calculated using the experimental IP instead of theDSCF LDA IP.
hBased on data for 15 N2 states: 13Su

1 , 1 3Pg , 1 3Du , 1 1Pg , 1 3Su
2 , 1 1Su

2 , 1 1Du , 1 3Pu , 1 3Sg
1 ,

2 1Sg
1 , 1 1Su

1 , 1 1Pu , 2 1Pu , 3 1Pu , 2 1Su
1 .

iBased on data for 14 CO states: 13P, 1 3S1, 1 1P, 1 3D, 1 3S2, 1 3S1, 1 1D, 2 3S1, 2 1S1, 3 3S1,
3 1S1, 2 3P, 2 1P, 4 1S1.

jBased on data for 9 CH2O states: 13A2 , 1 1A2 , 1 3A1 , 1 3B2 , 1 1B2 , 2 3B2 , 2 1B2 , 2 3A1 , 2 1A1 .
kBased on data for 13 C2H4 states: 13B1u , 1 3B3u , 1 1B3u , 1 3B1g , 1 1B1g , 1 1B2g , 1 3Ag , 2 1Ag , 2 3B3u ,
2 1B3u , 3 1B3u , 1 1B2u , 2 1B1u .
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LDA. The six highest states in N2 have errors of 0.9–1.5 eV
with the TDLDA/LB94, and, while the TDLDA/AC-LDA
yields a substantial improvement, the remaining errors
four of these six states are over 0.4 eV~0.6 eV for two of
them, 1.0 eV for the other two!. These six states are within
eV of the ~experimental! ionization potential, and would be
expected to be difficult to treat quantitatively with an
method, in view of the high density of states, and dema
r

s

on the basis set. Nevertheless, the impact of errors in
LB94 potential on the AC-LDA may also play a role. Th
effect should be most important for high-lying states, whe
the final orbital is bound by the LB94 part of the potentia
and for states where the errors from the TDLDA/LB94 a
large. A similar remark can be made for the cluster of sta
in formaldehyde which are placed above 10 eV by t
TDLDA/LB94, though in this case the remaining errors wi
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the TDLDA/AC-LDA are less than 0.5 eV. For CO, the e
rors in the TDLDA/LB94 are smaller than for the other mo
ecules, and the TDLDA/AC-LDA does remarkably well. F
the 14 states for which experimental values are shown,
average~absolute! error for the TDLDA/AC-LDA, compared
to experiment, is 0.15 eV, while the average error~versus
experiment! of the second-order polarization propagator a
proximation~SOPPA! calculation against which we compa
our results is 0.22 eV, for these same states. For sev
states the TDLDA/AC-LDA and SOPPA are off in opposi
directions, so the average difference between the two, 0
eV for these states, is slightly larger than the average erro
either calculation. For the states where no experimental v
is shown, the TDLDA/AC-LDA and SOPPA results agree
within 0.3 eV for all but one state, where the difference
0.61 eV. In view of the excellent performance of th
TDLDA/AC-LDA versus experiment, we hesitate to attribu
too much significance to this one larger difference from
SOPPA results.

C. Comparison with other promising functionals

A few other functionals have emerged very recen
which seem especially promising for use in TD-DFT calc
lations of molecular excitation energies,12,72,73 insofar as
these seem to provide a balanced treatment of both low-
high-lying molecular excitation energies. A comparison
our TDLDA/AC-LDA excitation energies with those from
these other functionals is facilitated by the fact that the sa
test molecules have often been used in assessing new
tionals for use in TD-DFT. Mean absolute deviatio
~MADs! from experiment and from high qualityab initio
calculations are summarized in Table VI and will be d
cussed in the following. The MADs are divided into energ
below minus the LDA HOMO energy and above this ener

TABLE VII. Comparison of1,3B1g@1b3g(pCH2
8 ),1b2g(p* )# excitation ener-

gies in C2H4 obtained by various methods.

Method

C2H4
1,3B1g@1b3g(pCH2

8 ),1b2g(p* )#

excitation energies~eV!

vT vS De

TDLDA/LB94 6.59 7.08 6.83
TDLDA/AC-LDA 6.70 7.16 6.92
TDLDA/LDA a 6.93 6.98 7.19
DSCF 7.13 7.52 7.19
Exptb 9.2
TDHFb 9.22
CISc 8.56 9.28
CIS-MP2c 8.96 9.31

aTDLDA/LDA values have only been included after some hesitation, for
sake of completeness. Since the TDLDA/LDAvT and vS values exceed
the TDLDA ionization threshold at2eH

LDA56.91 eV, they cannot be con
sidered as meaningful bound state excitation energies. Furthermore
states are heavily mixed in the TDLDA/LDA calculation with the corr
spondingB1g@1b3u(p),3b2u(3pz)# transitions, making interpretation dou
bly difficult.

bTime-dependent Hartree–Fock calculation and experimental assign
from Ref. 69.

cConfiguration interaction singles~CIS! with and without a second-orde
Møller–Plesset correction~Ref. 71!.
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This choice of2eH
LDA as the dividing point was made i

order to have a uniform dividing energy for all functional
In practice, gradient-corrected functionals typically gi
about the same value of2eH and hybrid values give a
slightly higher~but still significantly underestimated! value.
Because the results for other functionals are taken from
literature, basis functions, the choice of procedure for ass
ing states, and other sometimes important details may di
Also the averages in Table VI are limited to commonly r
ported excitation energies, which typically are only for e
perimentally observed states—a significantly smaller num
of states than we have reported in this paper.

We first begin with a comparison of excitation energi
for functionals with no asymptotic correction. In Table V
these are the TDLDA/LDA functional, the HCTH
functional,48 and the hybrid functional consisting of th
Perdew–Burke–Ernzerhof~PBE! gradient-corrected func
tional mixed with Hartree–Fock exchange using 0 adjusta
parameters~PBE0 functional!73 ~labeled TD-HCTH/HCTH
and TD-PBE0/PBE0 in Table VI!. The HCTH functional
was discussed earlier in this paper~Sec. II C!. It is a highly
parametrized semiempirical gradient-corrected functio
which was simultaneously fit to the total energy and to
exact exchange–correlation potential. All four of the mo
ecules considered here were included in the training set
the parameters of the HCTH functional.48 It already contains
some effects of the derivative discontinuity insofar as
exchange–correlation potential was fitted to upshifted ex
exchange–correlation potentials, so one might expect su
rior excitation energies to those obtained from the TDLD
LDA functional. Nevertheless the HCTH functional doe
eventually go to zero at infinity.48 Although this is the case
for CH2O and C2H4 below 2eH

LDA , the MADs from experi-
ment ~but not from the goodab initio theory! are actually
smaller for the TDLDA/LDA functional than for the HCTH
functional for N2 and CO below2eH

LDA . Above 2eH
LDA ,

both the TDLDA/LDA and HCTH functionals show hug
MADs ~with the HCTH excitation energies having slight
larger MADs!. This means that the way the derivative di
continuity is included in the HCTH exchange–correlati
potential is insufficient to correct its erroneous asympto
behavior.

The PBE0 functional is a hybrid functional based up
the nonempirical PBE generalized gradient approximatio74

mixed with Hartree–Fock exchange using a nonempirical
timate of 1/4 for the mixing parameter.75,76 It is not asymp-
totically corrected and, for a large enough basis set, PB
TD-DFT excitation energies are expected to collapse ab
2eH

PBE0 @a bit above2eH
LDA , but still about 3 eV below the

experimental ionization potential~see Table XI of Ref. 73!#.
However it is remarkable that calculations with the sa
augmented Sadlej basis set used in the present article le
relatively little collapse in excited state energies abo
2eH ,73 although this collapse is observed for the popu
Becke exchange plus Lee–Yang–Parr correlation~BLYP!
generalized gradient approximation and B3LYP hyb
functionals73 and ~as we have seen! with the TDLDA/LDA
functional. Some of this seems to be due to the PBE fu
tional itself,73 perhaps indicating that the shape of the PB

ese
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exchange–correlation potential probably remains correc
largerr than is the case for other functionals.77 In an earlier
article,9 we gave two criteria for reliable TD-DFT excitatio
energies:~1! the TD-DFT excitation energy should be belo
2eH and~2! the unoccupied orbital into which the excitatio
occurs should not be too close to the threshold region of
Kohn–Sham effective orbital potential. Typically in the mo
ecules considered here, condition~2! is satisfied for the low-
est unoccupied molecular orbital~LUMO! but the second
lowest unoccupied orbital, though bound, is often just bar
bound. It is interesting to speculate how a small impro
ment in the description of this orbital could lead to a lar
improvement of excitation energies around and even ab
2eH , provided we only consider excitations which are p
marily into this second lowest unoccupied orbital. Such
functional should appear to do better at higher energies
does the TDLDA/LDA, but should not do as well as a tr
asymptotically corrected functional. In fact, Table VI show
that the asymptotically corrected TDLDA/AC-LDA an
HCTH~AC! @labeled TD-HCTH/HCTH~AC!# lead to lower
MADs than the PBE0 functional above2eH

LDA .
Examination MADs of the asymptotically correcte

functionals below2eH
LDA shows that they are about the sam

as that found with the corresponding functionals witho
asymptotic correction, and somewhat larger deviations
seen for the AC-LDA functional than for the HCTH~AC!
functional.~The latter point is most likely an indication tha
Tozer and Handy splice on their asymptotic correction
larger distance than occurs for our AC-LDA functiona!
Above 2eH

LDA , the MADs of the asymptotically correcte
functionals are, of course, much better than that of their
corrected counterparts. Surprisingly there is no clear adv
tage of the HCTH~AC! functional over the TDLDA/AC-
LDA functional or vice versa above2eH

LDA . The TDLDA/
AC-LDA MADs for N2 and CO are smaller, while
HCTH~AC! does better for C2H4, and the TDLDA/AC-LDA
and HCTH~AC! MADs are similiar for CH2O. As mentioned
earlier, part of the reason that the TDLDA/AC-LDA overe
timates higher excitation energies for C2H4 is because the
DSCF IP overestimates the experimental IP. TDLDA/A
LDA C2H4 excitation energies which have been recalcula
using the experimental IP are also shown the Table VI.

Finally we turn to an approximate functional which
designed to take into account as much as possible the de
tive discontinuity of the exact functional, while maintainin
ease of computability. This is the statistical averaging
~model! orbital potentials~SAOP! of Gritsenko, Schipper
and Baerends.72,78 Its form,

vxcs
SAOP~r !5 (

i

occupied

vxcis
mod@rs ,xs#~r ;eHs2e is!

uc is~r !u2

rs~r !
,

~4.1!

contains both an orbital energy dependence, reminiscen
the KLI approximation79 to the exact exchange potential, an
correct behavior in the asymptotic region. Table VI sho
that, for the three molecules where comparison data
available, the TDLDA/SAOP functional does particular
well in predicting TD-DFT excitation energies. In particula
of all the functionals in Table VI, the TDLDA/SAOP exci
at
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tation energies are in best overall agreement with both
periment and goodab initio theory excitation energies fo
N2. For CO, the TDLDA/SAOP excitation energies are
best agreement with experiment, with the TDLDA/AC-LD
excitation energies in second best agreement. Howe
when compared with goodab initio theory excitation ener-
gies, the best agreement is found for the HCTH~AC! func-
tional below2eH

LDA with the TDLDA/SAOP coming in sec-
ond best. Above2eH

LDA , the TDLDA/SAOP is best and the
HCTH~AC! functional is second best. Finally in the case
CH2O, the HCTH~AC! functional appears to be in bes
agreement with experiment, with the TDLDA/SAOP fun
tional coming in second. This order is inverted when co
parison is made with the goodab initio theory excitation
energies rather than experiment.

Perhaps the best way to summarize the results of
comparison is to note that the TDLDA/AC-LDA is the sim
plest of all the asymptotically correct functionals shown
Table VI, yet seems to give results comparable to those
more complicated functionals. This is almost a little bit su
prising, given that the HCTH~AC! and TDLDA/SAOP func-
tionals are considerably more elaborate. However the e
work put into building these functionals does yield excitati
energies which are a bit better than the simple TDLDA/A
LDA. The good results from the HCTH~AC! functional,
which is a more elaborate implementation of our shift-an
splice asymptotic correction concept, further confirms
validity of the shift-and-splice approach to correcting t
shape of the exchange–correlation potential.

D. Oscillator strengths

Time-dependent density-functional theory produces
just excitation energies but also oscillator strengths. Th
are important tools in analyzing the behavior of optical
sponse properties and for spectral assignments. Altho
TD-DFT spectra~including oscillator strengths! have been
calculated, for example, for chlorophylla80 and a number of
fullerenes,81 almost no assessement of TD-DFT oscillat
strengths has been made in comparison with quantitativ
reliable experimental and theoretical values. An exceptio
the work of Baerends and co-workers,10 who obtained excel-
lent results~i.e., within 6%! from TD-DFT calculations of
helium oscillator strengths using an essentially ex
exchange–correlation potential. A comparison of TD-DF
and complete active space self-consistent field corrected
second-order perturbation theory~CASPT2! oscillator
strengths has also been presented in some recent wor
Roos and co-workers,53 who found overly strong mixing be
tween valence and nearby Rydberg excited states for
DFT with the HCTH~AC! functional. Here we make a firs
quantitative comparison ofmolecular TD-DFT oscillator
strengths with reliable experimental, and with TDHF and
values.

With the TDLDA/LDA functional, most bright states lie
above2eHOMO

LDA in N2, CO, CH2O, and C2H4, so that the
TDLDA/LDA oscillator strength distribution is continuou
when it should be discrete. This problem is rectified w
asymptotically correct functionals, such as the TDLD
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TABLE VIII. Comparison of the TDLDA/LB94 and TDLDA/AC-LDA oscillator strengths with experime
and other theoretical values.

State

Oscillator strengthsa @excitation energies~eV!#

TDLDA/LB94 TDLDA/AC-LDA Expt. b TDHFc CId

CO
A 1P 0.136@7.98# 0.156@8.18# 0.1762@;8.4# 0.1705@8.89# 0.1668

N2

b81Su
1 0.399@14.21# 0.420@14.00# 0.278@;14.2# 0.15 @15.03# 0.31

c81Su
1 0.307@13.46# 0.248@12.87# 0.279@;12.9# 0.65 @14.34# 0.26

Total 1Su
1 0.706 0.668 0.557 0.80 0.57

o 1Pu 0.126@13.96# 0.077@13.42# 0.080@;13.6# ¯ 0.15
c 1Pu 0.148@13.57# 0.417@13.06# 0.145@;13.2# 0.091@13.91# 0.09
b 1Pu 0.243@12.90# 0.017@13.00# 0.243@;12.8# 0.32 @15.10# 0.41
Total 1Pu 0.517 0.511 0.468 ¯ 0.65

CH2O
3 1A1 0.144@9.62# 0.055@9.38# 0.0238@;9.0# 0.035 08@9.54# 0.035@10.3#
2 1A1 0.061@8.64# 0.071@7.57# 0.0281@;8.0# 0.056 94@8.32# 0.14 @8.90#
Total 1A1 0.205 0.126 0.0519 0.092 02 0.175
3 1B2 0.043@9.67# 0.044@8.95# 0.0198@;8.8# 0.020 41@9.24# 0.81 @9.97#
2 1B2 0.011@8.47# 0.018@7.70# 0.0605@;8.3# 0.038 21@8.22# 0.15 @8.69#
1 1B2 0.070@7.32# 0.055@6.73# 0.0413@;7.3# 0.022 79@7.39# 0.060@7.52#
Total 1B2 0.124 0.117 0.1216 0.081 41 1.02

aDegeneracy weighted.
bOscillator strengths from Refs. 82 and 84~CO!, Ref. 83~N2!, and Ref. 85~CH2O!. ~The CO oscillator strength
of Ref. 84 has been decreased by 2.5% in accordance with the recommendation on p. 69 of Ref. 82.! Rough
experimental energies, estimated from the same references are also indicated.

cTime-dependent Hartree–Fock results for CO: from Table II~energy! and Table III~oscillator strength! of Ref.
104. TDHF results for N2: from Table 4~energy! and Table 6~oscillator strength! of Ref. 87. TDHF results for
CH2O: From Table I of Ref. 111.

dConfiguration interaction results for CO from Table III of Ref. 112. CI results for N2 from Ref. 113. CI results
for CH2O from Table III of Ref. 114.
i-
ro

o
or
a

cu

a
o

ly
to

ct
c-
v

or
fo

e

d
d

e
lo

tical
t.
ta-
ut

ths
s
sis
-

tical

an-

c-
les
the

de-
lar,
tly
ns
LB94 and TDLDA/AC-LDA, so that we are now in a pos
tion to be able to expect reasonable oscillator strengths f
TD-DFT and to assess their quality.

In order to do so, we have to address the problem
finding good quality data for comparison. Oscillat
strengths are less frequently reported in the literature than
excitation energies and are more difficult to obtain ac
rately, both from theory and from experiment.

Experimental absolute optical oscillator strengths m
now be measured with considerable accuracy via dip
(e,e) spectroscopy,82 in particular avoiding line saturation
effects which have plagued optical measurements~see, e.g.,
Fig. 1 of Ref. 83!. Such measurements are not yet wide
available for all molecules, but the absolute oscilla
strengths of CO,84 N2,

83 CH2O,85 and C2H4 ~Ref. 86! have
all been measured in this way. These are vibronic spe
involving overlapping vibrational structure for different ele
tronic transitions which must be assigned and summed o
vibrational transitions in order to obtain total oscillat
strengths for each electronic transition. This is possible
CO,84 N2,

83 and CH2O,85 but apparently not yet for C2H4.
86

Even for CO, a good level of consistency has only be
obtained for a single oscillator strength84 ~compare the poor
level of agreement between oscillator strengths measure
different groups given in Table IV with the relatively goo
level of agreement found in Table 3 of Ref. 84!.

Theoretical oscillator strengths may differ in value d
pending on whether they are calculated in the length, ve
m

f
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-
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ity, or mixed representations. For some methods~e.g.,
TDHF! these representations are guaranteed to be iden
but only in the limit of a sufficiently complete basis se
Differences in results obtained in the different represen
tions represent ‘‘error bars’’ on the theoretical values. To p
this in perspective, equation-of-motion oscillator streng
may differ by 30% in the length and velocity distribution
when valence triple zeta plus diffuse function quality ba
sets are used.87 A second problem with theoretical calcula
tions of oscillator strengths is that, in some sense, theore
methods are better at describingdistributions of oscillator
strength rather than the oscillator strengths of specific tr
sitions. This is particularly clear for methods~e.g., TDHF,
SOPPA, TD-DFT! obeying the sum rules

(
I

f I5N ~4.2!

and

(
I

f I

v I
2 5a, ~4.3!

whereN and a are, respectively, the total number of ele
trons and the static polarizability. Insofar as these sum ru
are satisfied, spectral intensity is evidently conserved, but
number of allowed transitions in a spectral region can
pend on the description of correlation used. In particu
methods which include two-electron promotions explici
~e.g., SOPPA! increase the number of allowed transitio
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beyond the number produced by methods~e.g., TDHF and
TD-DFT! which do not explicitly include two-electron pro
motions, effectively spreading the fixed spectral intens
over more peaks.

Our TD-DFT oscillator strengths, as well as TDHF a
CI oscillator strengths taken from the literature are compa
in Table VIII with the accurate experimental values of Brio
and co-workers, for states where reliable experimental e
tronic oscillator strengths are available. Consider first
TDHF and CI results. For the one CO transition given
Table VIII, the CI and TDHF methods give essentially t
same oscillator strength. In contrast, the1Su

1 states of N2 are
a case where the inclusion of correlation effects beyond
TDHF level is important for the calculation of oscillato
strengths, so that the CI results are in markedly better ag
ment with experiment than are the TDHF results. Correlat
effects are evidently less important for the N2

1Pu oscillator
strengths given in Table VIII. Although the TDHF and C
calculations shown in Table VIII did not use the same ba
sets, the same general conclusion was obtained for N2 in a
comparison of TDHF and SOPPA oscillator strengths cal
lated using identical basis sets.87 For CH2O, the TDHF cal-
culation appears to be in better agreement with experim
than is the CI calculation, but this is presumably more o
question of the difference between the quality of the basis
in the 1990 TDHF study, which was roughly twice as lar
as the basis set used in the 1977 CI study.

We now turn to our TD-DFT oscillator strengths. The
are preliminary in the sense that no attempt was made to
the very complete basis sets needed to satisfy the Thom
Reiche–Kuhn sum rule@Eq. ~4.2!#, but the augmented Sadle
basis sets used here are generally adequate for calcul
polarizabilities, and hence should give reasonably good
tensities for the first several bright states contributing to
sum-over-states representation of the polarizability@Eq.
~4.3!#. The first thing to notice is that, with a few exception
the TDLDA/LB94 and TDLDA/AC-LDA oscillator
strengths are in rough semiquantitative agreement. Res
ing ourselves to the cases where the TDLDA/LB94 a
TDLDA/AC-LDA functionals are in rough agreement~i.e.,
CO, the1Su

1 states of N2, and the1B2 states of CH2O), we
see that the level of agreement with experiment is~much like
the case with the traditionalab initio methods! reasonable
but not quantitative. Although it is reassuring that the ord
ing of the TD-DFT N2

1Su
1 intensities is that of CI rathe

than TDHF, suggesting the inclusion of important correlat
effects in TD-DFT, neither TD-DFT, TDHF, nor CI give
the exprimental ordering of1B2 CH2O intensities.

The two cases where the TDLDA/LB94 and TDLDA
AC-LDA oscillator strengths are in qualitative disagreeme
are the1Pu states of N2 and the1A1 states of CH2O. This
happens because the two functionals lead to differ
quasidegeneracies which, in turn, lead to different confi
ration mixing of nearby states. In the N2

1Pu case, the partia
sum of intensity over the three1Pu states is essentially th
same for the two functionals, but a redistribution of intens
occurs in going from the TDLDA/LB94 to the TDLDA/AC-
LDA functional because of the incorrect quasidegeneracy
theb 1Pu andc 1Pu states with the TDLDA/AC-LDA func-
y
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tional. In this case, the TDLDA/LB94 results are in bett
agreement with experiment. A similar remixing occurs f
the 1A1 states of CH2O, but this time the remixing is with
nearby Rydberg states not shown in Table VIII. Here t
TDLDA/AC-LDA calculation is in better agreement with ex
periment.

In summary, the quality of the TD-DFT oscillato
strengths, with the TDLDA/LB94 and TDLDA/AC-LDA
functionals, seems comparable to that of the TDHF and
results, and while they all give reasonable results, none
them is quantitative.

E. Orbital energy differences

Some previous studies10,88,89 using ~essentially! exact
exchange–correlation potentials have emphasized how
Kohn–Sham orbital energy differences~OEDs! approximate
excitation energies for atoms. In this section, we discuss
der what conditions OEDs approximate excitation energ
for molecules. This understanding makes OEDs a powe
tool for analyzing TD-DFT excitation energies and for ide
tifying underlying problems with functionals.

It is useful to contrast the role of OEDs in DFT with th
better known role of OEDs in Hartree–Fock~HF!. As is
well-known in HF, occupied orbitals are subject to the se
consistent field of theN21 other electrons, while virtua
orbitals are subject to the self-consistent field of allN elec-
trons. Thus occupied orbital energies provide, after a cha
of sign, a first approximation to ionization potentials, wh
virtual orbital energies, after a change in sign, are a fi
approximation to electron affinities. Consequently virtual o
bitals provide a rather bad approximation to the final~target!
orbitals for single-electron excitations, since these orbit
should be subject to the self-consistent field ofN21 rather
than N electrons. Not only must the virtual orbital underg
extensive relaxation to better describe the target orbital of
excitation process, but we must also somehow reconcile
fact that there are typically many more bound excited sta
originating from a given occupied orbital than there a
bound virtual orbitals~because most molecules have only
few positive electron affinities!. The traditional resolution to
this dilemma is the static exchange approximation~for a re-
cent review see Ref. 90!, which is ultimately based on the
improved virtual orbital approach of Hunt and Goddard.91,92

In its simplest form, the target orbitalca is allowed to relax
to c̃a in the field of the Koopmans’ ion formed by removin
an electron from the occupied orbitalc i . Assuming that the
promotionc i→c̃a occurs without a spin flip, then the exc
tation energies are

v5~ ẽa( i→a)2e i !6@ i ãu f̂ Hu i ã#, ~4.4!

where the upper~lower! sign corresponds to the singlet~trip-
let! excitation energy. Here the integral notation

@rsu f̂ Hur 8s8#5E E c r~r !cs~r !

3
1

ur2r 8u
c r 8~r 8!cs8~r 8!dr dr 8 ~4.5!
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has been used and tildes denote relaxed quantities. Note
the quantityẽa( i→a) is not the energy,ea , of the virtualca in
the ground-state HF calculation. Ratherẽa( i→a) is the eigen-
value of the Fock operator for the single determinant co
sponding to the promotionc i→c̃a . In terms of the expecta
tion value,

ẽa5^c̃auF̂uc̃a&, ~4.6!

of the HF operator,F̂, for the ground state taken with respe
to the relaxed orbital,c̃a , for the excited state,

ẽa( i→a)5 ẽa1@ i ãu f̂ Hu i ã#2@ i i u f̂ Huãã#. ~4.7!

We see from Eq.~4.4! that

vT,Dẽ,vS , ~4.8!

wherevS andvT are the singlet and triplet excitation ene
gies, respectively, andDẽ5 ẽa( i→a)2e i . These three value
approach each other for Rydberg excitations wherec̃a be-
comes diffuse. In particular, the singlet–triplet gap is sm
for Rydberg excitations. However at no point is a simp
ground state OED~i.e., De5ea2e i , without the tilde! a
good approximation to an excitation energy.

The situation is markedly different in TD-DFT. Here th
occupied and virtual orbitals see the same potential. It
lows that the virtual orbitals in DFT can provide a better fi
approximation to the target orbitals for single excitatio
than is the case in HF. In the case of the simple orb
promotion, c i→ca , neglecting all relaxation effects an
configuration mixing~other than spin symmetrization!, the
TD-DFT excitation energies are given~after the formulas are
appropriately linearized! by13,61

v5~ea2e i1@ iau f̂ H1 f̂ xc
↑,↑u ia# !6@ iau f̂ H1 f̂ xc

↑,↓u ia#, ~4.9!

where the upper~lower! sign gives the singlet~triplet! exci-
tation energy and

@rsu f̂ xc
s,tur 8s8#5E E c r~r !cs~r !

3
dvxc

s ~r !

drt~r 8!
c r 8~r 8!cs8~r 8!dr dr 8. ~4.10!

The approximation~4.9! is expected to break down in th
presence of significant charge transfer during the excita
since this will lead to important orbital relaxation effects.
will also break down in the presence of significant config
ration mixing. This is the case for thep→p* spatial multi-
plets (S1, D, andS2) in N2 for symmetry reasons4 and for
the 1(p,p* ) excitation in formaldehyde which mixe
strongly with nearby transitions of Rydberg character.26,93

However TD-DFT excitations are more often dominated b
single orbital promotion than is the case in CIS~and many
other HF-based methods! because relaxation of the HF vir
tuals is manifested as configuration mixing. And Eq.~4.9!
does hold for transitions dominated by a single promot
when configuration mixing is of the simple singlet–tripl
type.

It is interesting to make a more detailed comparison
tween the HF expressions~4.4! and ~4.7! and the TD-DFT
hat

-

ll

l-
t

l

n

-

a

n

-

equation~4.9!. The form of the two equations differs only b
replacing unrelaxed (c i , e i , ca , ea) DFT quantities with
the appropriate unrelaxed (c i , e i) and relaxed (c̃a , ẽa)
Hartree–Fock quantities, and making the following substi
tions:

@ iau f̂ xc
↑,↓u ia#→0, ~4.11!

@ iau f̂ xc
↑,↑u ia#→2@ i i u f̂ Huãã#. ~4.12!

The first of these substitutions follows naturally from the fa
that f̂ ↑,↓50̂ in exchange-only DFT. The second is related
the fact that the Coulomb integrals in TDHF arise from t
response of the exchange part of the HF SCF.61

Returning to DFT~with exchange and correlation!, ex-
amination of the relative signs and sizes of the integrals
Eq. ~4.9! leads to

vT,De,vS , ~4.13!

whereDe5ea2e i ~i.e., theunrelaxedorbital energy differ-
ence!. Once again, for Rydberg orbitals, the singlet–trip
splitting will become small, but now the OED, which re
mains between the singlet and triplet excitation energy,
comes a good approximation forvT>vS , consistent with
previous empirical observations.10,88,89This is in contrast to
the Hartree–Fock case where the simple OED is not a g
approximation to an excitation energy. A simple cons
quence of the observation that the OED is a good appr
mation for Rydberg excitation energies in TD-DFT is tha
sufficiently exact exchange–correlation potential must bin
large number of virtual orbitals in order to describe the e
pected manifold of Rydberg excitations. We have alrea
seen that this is the case with the LB94 and AC-LDA pote
tials ~Table IV!. Table IX illustrates, for formaldehyde, tha
the OEDs lie consistently between or very close to the s
glet and triplet TD-DFT excitation energies for the TDLDA
LB94 and TDLDA/AC-LDA functionals, and thatvS , vT ,
and De all approach each other as the Rydbergs beco
more diffuse at higher energies. Equation~4.13! is not appli-
cable in the case of strong configuration mixing. Since stro
mixing occurs in the case of the1A1@1b1(p),2b1(p* )# and
1A1@2b2(n),4b2(3dyz)# excitation energies in
formaldehyde,26,93 the values shown in Table IX for thes
excitation energies are simply diabatic estimates rec
structed from the adiabatic curves, in order to associate
excitation energy with these orbital promotions. Strong co
figuration mixing is also why vS,vT for the
B1@2b2(n),1a2(3dxy)# transition with the TDLDA/AC-LDA
functional. Note that although Eq.~4.13! also holds for va-
lence excitations, the OED is not a particularly good estim
of valence excitation energies because the singlet–tri
splitting is large for these excitations.

Table IX also shows that much of the difference in b
havior between the TDLDA/LB94 and TDLDA/AC-LDA
excitation energies, as well as between both of these and
ab initio results, can be explained by the LB94 and AC-LD
OEDs. This is particularly evident at higher energies wh
the LB94 OEDs are too high compared with the correspo
ing singlet and triplet excitation energies from experime
and high-qualityab initio calculations. Here the AC-LDA
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TABLE IX. Comparison of orbital energy differences with corresponding singlet and triplet vertical excita
energies for formaldehyde. Note that the correspondence is more rigorous in some cases than in ot
particular, substantial mixing occurs between the1A1@1b1(p),2b1(p* )# and 1A1@2b2(n),4b2(3dyz)# states
~see the text!.

Transition

CH2O excitation energies~eV!

GVB-CI ~SAC-CI!a TDLDA/LB94 TDLDA/AC-LDA

vT vS vT vS De vT vS De

Rydberg
B2@2b2(n),9a1(3dz2)# 9.16 9.17 10.61 10.63 10.65 9.65 9.66 9.6
B1@2b2(n),1a2(3dxy)# 9.21 9.21 10.51 10.56 10.57 9.51 9.38 9.6
A1@2b2(n),4b2(3dyz)# 9.17 9.23 10.38 ¯ 10.54 9.64 ;10.1 9.64
B2@2b2(n),8a1(3dx22y2)# 9.01 9.05 9.32 9.67 9.47 8.64 8.95 8.78
A2@2b2(n),3b1(3px)# 8.31 8.32 9.37 9.36 9.40 8.54 8.55 8.58
A1@2b2(n),3b2(3py)# 8.05 8.09 8.34 8.64 8.45 7.55 7.95 7.90
B2@2b2(n),7a1(3pz)# 7.99 8.08 8.28 8.47 8.42 7.53 7.70 7.66
B2@2b2(n),6a1(3s)# 7.08 7.16 6.97 7.32 7.21 6.49 6.73 6.68

Valence
B1@5a1(s),2b1(p* )# 8.49 9.46 7.40 8.43 7.84 7.51 8.55 7.95
A1@1b1(p),2b1(p* )# 5.96 ¯ 5.98 ;9. 7.21 6.14 ;9.6 7.33
A2@2b2(n),2b1(p* )# 3.68 4.09 2.86 3.48 3.16 2.97 3.58 3.26

aGeneralized-valence-bond configuration-interaction~GVB-CI! results of Ref. 108 (1,3B1@5a1(s),2b1(p* )#
values are symmetry-adapted cluster configuration interaction~SAC-CI! results from Table III of Ref. 109.!
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OEDs are lower, in better agreement with the experime
data andab initio results.

We can also use Eq.~4.13! to throw some light on a
problem previously mentioned in Ref. 9 for the TDLDA
LB94 functional. Namely, that some of the excitations out
the s system in C2H4 appear to be significantly underes
mated. A particularly clear example is given by th
1,3B1g@1b3g(pCH2

8 ),1b2g(p* )# excitations which transfe

electrons from ap* -like orbital (pCH2
8 ) made up~loosely

speaking! of out-of-phase combinations of the four CHs
bonds to the familiar out-of-planep* orbital. These excita-
tions appear as the second and third lowest excitations in
TDLDA/LB94 and TDLDA/AC-LDA calculations at 6.5–
7.5 eV, even though chemical intuition, TDHF,69 CIS,71 and
CIS-MP271 calculations would place them at a higher e
ergy. Indeed an experimentally observed transition at 9.2
has been assigned as the1B1g@1b3g(pCH2

8 ),1b2g(p* )# tran-

sition on the basis of TDHF calculations.69 The problem with
the TDLDA/LB94 and TDLDA/AC-LDA energies for these
two excitations can be traced to the OED. From Table V
we see thatDe satisfies Eq.~4.13!, as expected. However
supposing the true triplet excitation energy to be about 9
all the functionals considered here giveDe about 2 eVbelow
the estimated ‘‘true’’ triplet energy, resulting in correspon
ingly large errors in the TD-DFT excitation energies f
these states. Substantial improvement in the TD-DFT res
for these states will thus require improving the functional
yield De between the truevT andvS .

Interestingly, the same problem is also present forDSCF
calculations of these two excitation energies~Table VII!.
This may seem surprising, sinceDSCF excitation energie
are obtained as total energy differences, rather than v
response calculation using orbital energies. However this
be understood using the simple two-level picture. TheDSCF
excitation energies are then given13,61 by
al

f

ur

-
V

,

,

-
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a
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v5ea
TOM2e i

TOM6@aau f̂ xc
↑,↓2 f̂ xc

↑,↑u i i #, ~4.14!

where the upper~lower! sign corresponds to the singlet~trip-
let! excitation energy and

ea
TOM5ea1 1

2 ~@aau f̂ H1 f̂ xc
↑,↑uaa#2@ i i u f̂ H1 f̂ xc

↑,↑uaa# !,

~4.15!

e i
TOM5e i1

1
2 ~@aau f̂ H1 f̂ xc

↑,↑u i i #2@ i i u f̂ H1 f̂ xc
↑,↑u i i # !,

are linearized forms of the orbital energies in Slater’s tran
tion orbital method, where half an electron is excited fromc i

to ca without changing spin. The centroid of the single
triplet splitting is given by

ea
TOM2e i

TOM5ea2e i1
1
2 @Dr i→au f̂ H1 f̂ xc

↑,↑uDr i→a#, ~4.16!

whereDr i→a(r )5uca(r )u22uc i(r )u2 is effectively a charge
transfer term.94,95 From Table VII, this charge transfer term
is seen to be small~i.e., about 0.14 eV! for the
B1g@1b3g(pCH2

8 ),1b2g(p* )# transitions, so that Eq.~4.13!

also holds to a first approximation in theDSCF method, i.e.,
the OED lies between theDSCF singlet and triplet excitation
energies. We again see that the OED is too small, relativ
the estimated value for the ‘‘true’’ triplet excitation energ
so the fundamental problem with th
1,3B1g@1b3g(pCH2

8 ),1b2g(p* )# excitation energies is onc

again seen to be a functional which underestimates the
bital energy difference. A by-product of this discussion is t
suggestion that theDSCF method contains a charge trans
term which may be important for a correct description
some excitations. This may or may not also be presen
TD-DFT, depending on the functionals used. The problem
how explicitly to incorporate this as a charge transfer corr
tion in TD-DFT is discussed elsewhere.94–96
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V. CONCLUSION

In this paper we have presented the detailed reaso
behind our novel asymptotic-correction approach to impr
ing vxc that was introduced in a previous paper,26 and we
have assessed the performance of our asymptotically
rected potential for calculating excitation energies of fo
small molecules. We have shown, in some detail, how c
recting the asymptotic behavior ofvxc without taking the
derivative discontinuity into account leads to a distortion
the shape ofvxc . Since the correct asymptotic behavior
vxc is crucial for a correct description of high-lying excita
tions, our approach was designed to compensate for the
of a DD in the LDA and gradient-corrected functionals. Th
is done by shifting the LDA~or GCF! vxc down by a
constant5eH

LDA2vH ~where 2vH is approximated by the
DSCF ionization potential!, in the bulk region. The resulting
shifted potential is then spliced onto an asymptotically c
rect potential, LB94 in the present paper, in the larger re-
gion, without introducing any adjustable parameters. T
builds the DD intovxc in the bulk region, and it was the firs
potential to do so while maintaining the ease of computat
of the GCFs. The asymptotically corrected LDA~AC-LDA !
thus obtained gives significantly better excitation energ
than do either of its constituent potentials~LDA or LB94!.

The quality of TDLDA/LB94 and TDLDA/AC-LDA os-
cillator strengths were also assessed in what we believe t
the first rigorous assessment of TD-DFT molecular oscilla
strengths in comparison with high quality experimental a
theoretical values. And a comparison has been given
TDLDA/AC-LDA excitation energies with other TD-DFT
excitation energies taken from the literature, namely for
PBE0, HCTH~AC!, and TDLDA/SAOP functionals.

Finally, we have provided an in-depth explanation
how TD-DFT describes excitation energies, which diffe
significantly from the description via TDHF or other HF
based theories. When avxc with the correct asymptotic be
havior is used, the DFT effective potential binds a lar
number of virtual orbitals. Thus, not only do occupied orb
als and virtuals see the same effective potential in DFT,
the relevant virtuals are bound. This makes single orb
promotions a much better approximation to excitations
DFT than in HF-based theories. In HF, significant config
ration mixing is required to describe the relaxation necess
to produce a bound excited~final! state orbital from the un-
bound virtuals. We have shown that the primary differen
between TD-DFT and TDHF are this much greater role
relaxation in TDHF, and the replacement of exchang
correlation terms in TD-DFT with TDHF terms associat
with the exchange part of the SCF. We have also shown
TD-DFT orbital energy differences~OEDs! should lie
roughly between the corresponding singlet and triplet exc
tion energies, except where there is strong configuration m
ing. This explains the previous empirical observation10,88,89

that DFT OEDs provide a good approximation to excitati
energies for atoms. Another consequence is that much o
behavior of TD-DFT excitation energies can be explain
simply on the basis of OEDs, so the orbital energies gen
ated by the functional used in the initial SCF step of a T
ng
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DFT excitation energy calculation are critical. As we ha
seen, this is the origin of the difficulties with certains exci-
tations in ethylene. Interestingly, we have also demonstra
that problems stemming from errors in the orbital ener
differences are also present in the traditionalDSCF-based
approach to molecular excitation energies in DFT.

Several specific areas where functionals need impro
ment have been highlighted in this paper. These include
proper melding of the DD and asymptotic behavior, the i
portance of improving orbital energies, and the possibi
that charge transfer effects should be explicitly incorpora
into TD-DFT. These considerations are of broad importan
and work along these lines is expected to impact not only
calculations of excitation energies, but also on other prop
ties calculated by TD-DFT, as well as static ground-st
properties obtained from DFT.
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